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Abstract

In this supplemental material to the paper Improving Digital Communication with Personalized Expressive Characters
in Interactive Comic Scenes, we provide additional insights into the tools used to build our chat, explain the choices and
possible alternatives of software and AI models, and show some additional images of our system.

1. Used models, techniques and software

Our system uses a number of existing software and al-
gorithms for parts that we have not reimplemented be-
cause the existing solutions have proven to work well. We
give an overview of our choices, which are by no means the
only viable options, and also discuss possible alternatives.

Gen-AI models

For the image model we chose, Stable Diffusion 1.5
with the main motivation being performance, especially
when combined with an LCM [6], and good support for
ControlNets [8]. There is also a large user community
for Stable Diffusion 1.5, although it is shifting towards
SDXL, with parts of the community even shifting towards
Flux [2] as people get more powerful graphics cards and
the ControlNets for SDXL, which for a long time were
worse than those for SD 1.5, are getting better. SDXL
is also the most likely image model upgrade in the near
future, as the newer models like Flux are not fast enough
for an interactive system on current hardware. While we
motivated the use of an anime-style model, the specific
choice of the Cartunafied model is arbitrary, and many
other models would be possible alternatives, and we plan
to create our own fine-tuned model with a unique style.

For the large language model we chose Mistral 7B [4],
which was a recent model when we integrated LLM into
our system. For our purposes it does not necessarily need
to be replaced any time soon, but as there are many newer
open weight language models, we may still upgrade to a
newer model. The most important qualities a model must
have in our system are the ability to transform a textual
description into image tags and to reliably generate struc-
tured output such as JSON for easy parsing. More pow-
erful models would be interesting for our application if
they are able to extract tags from conversations that both
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match the conversation topic and describe only visual as-
pects, which current mid-range (7-30B) models cannot re-
liably do.

ControlNets and LoRA

Figure 1: Even when using the portrait and face tags, we may still
get an upper body image (left). By using the OpenPose ControlNet
with the pose shown in the middle, we can be sure to get the portrait
image we wanted (right). Both images have the same prompt and
random seed.

The OpenPose ControlNet is an integral part of the
character generation process. Without it, it would be dif-
ficult to create convincing character interactions, or even
to ensure that character images are in the desired “cow-
boy shot” pose, and that character avatars show only the
face. Figure 1 shows an example of how a portrait im-
age can contain more than just the face if the OpenPose
ControlNet is not used. The other ControlNets we use
are optional, and could be omitted without major incon-
venience. Without the Lineart ControlNet, some meme
images would be less faithful to what they should look like,
but would still work most of the time. The Tile Control-
Net is only used optionally to improve the images during
idle times, but is by no means necessary.

We use LoRA models for memes, the backgrounds of
some themed rooms, effects like pixelation filters, and to
allow users to have a personalized character. While these
are fun features, they are not integral to the chat and
could be removed without losing important functionality.
We also use a LoRA model for the LCM, but there are Sta-
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ble Diffusion models that already include an LCM, which
could be used to avoid having to load it as a LoRA model.

Backend software

For drawing operations, we use the Pillow library, which
is a common choice for image processing in Python, and
implemented the additional drawing primitives for the splines
and extended text wrapping for speech bubbles ourselves.
In the future, we plan to switch to more advanced libraries
that provide features like anti-aliased drawing, more so-
phisticated text rendering, and colored emoji.

For image generation we currently use the Stable Dif-
fusion webui [1] as backend, which provides a rich UI for
interactive image generation, but the node-based workflow
of ComfyUI [3] may be a more flexible alternative for our
use case. To run LLMs for our prototype, we use the
Text generation web UI [7] with the OpenAI API plugin,
which provides a decent web interface for experimenting
with LLMs, but for production setups, high-throughput
backends like vLLM [5] will be a better choice. Another
interesting feature that some alternative backends offer is
structured generation, which constrains the token selec-
tion to follow a formal grammar, e.g. to ensure that the
result is valid JSON data.

For the chat backend, we use the Django web frame-
work, which provides simple model-view-controller logic
with templates, URL routes, and an ORM that simpli-
fies database access, and for executing long-running back-
ground tasks like rendering jobs, we use the Celery task
queue. There is no requirement to use exactly this soft-
ware, and the backend could also be implemented using
other frameworks. The web-based frontend is implemented
using HTML5 and JavaScript, so users do not need to in-
stall any additional software to use the chat, and we do
not need to develop different clients for different operat-
ing systems. Using a reactive layout, it can also wrap the
panels differently depending on the screen size.

2. Additional images

Here we show a few additional images from our comic
chat:

• Figure 2 shows how the previews in the emotion se-
lector are personalized for each character.

• Figure 3 shows how indoor scenes do not work well
with characters placed in front of the scene.

• Figure 4 shows some of the perspectives tagged in
the Danbooru dataset.

• Figure 5 is an exported comic of a our chat tutorial.

• Figure 6 shows screenshots of the character creation
tools.

Figure 2: The emotion and meme previews are personalized to the
character of the user. Some memes have a non-square aspect ratio
and are centered within a transparent square.

Figure 3: Many indoor scenes do not work well because the size
relationships between characters and scene objects do not match,
which is especially bad when using our zoom approach for moving
around the scene, and one would expect the characters to be standing
in the scene instead of in front of it.
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Figure 4: A few of the perspectives tagged in the Danbooru
dataset. From left to right: full body, cowboy shot, upper body,

portrait
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Figure 5: In the tutorial room, a chatbot interactively introduces users to the various chat features.
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Figure 6: Left: We offer several options for users to create new characters. Right: Once the new character is created, it can be further
customized in the tag-based editor.
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